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Objective
This work introduces CPU-PCGCN, an implementation of PCGCN [1] using the CPU, achieving up to 3.94 times speed increase compared to the base
GCN implementation.

Introduction
The acceleration in GCNs is mainly achieved
due to: 1) Partitioning of the graph [2] and
2) Determination of the edge-blocks and their
sparsity. Once processed, we will employ a dual
computation method. Depending on the spar-
sity we will compute using either a sparse or a
dense algorithm.

GNNs and GCNs
Graph Neural Networks

Two phases: Aggregation, collecting the features of neighboring vertices , and Combina-
tion, the new vertex features are updated using a DNN.

Graph Convolutional Networks

A single convolution transforms and aggregates information from neighbouring nodes. How-
ever they face two limitations: 1) Identity Matrix A and 2) Symmetric Normalization

CPU-PCGCN Algorithm

Results

Model Architecture
For a better understanding of CPUPCGCN, we
provide a high-level overview. The model con-
sists of two hidden layers known as GCN or
CPU-PCGCN. Both layers are architecturally
identical but differ in how they compute input
parameters. The first layer operates on the com-
plete graph in a compressed format, while the
second layer works on partitions generated from
the graph, also in a compressed format. References
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